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Abstract
Hybrid AI, which integrates symbolic and sub-symbolic methods,
has emerged as a promising paradigm for advancing human-centric
personalization. By combining machine learning with structured
knowledge representations, hybrid AI enables interpretable and
adaptive user models that account for complex human factors such
as biases, mental models, and affective states. The HyPer work-
shop focuses on how hybrid AI approaches—combining neural
architectures, symbolic representations, and cognitive/behavioral
frameworks—can foster more explainable and personalized user
experiences. Specifically, we aim to explore innovative applica-
tions of hybrid AI in personalization, bridging the gap between
explainability, cognitive modeling, and automated adaptation to
user preferences. The HyPer workshop will provide a venue for
researchers and practitioners to discuss the latest advancements,
challenges, and future directions in this interdisciplinary field.
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1 Introduction and Motivation
As AI-driven personalization becomes increasingly pervasive, there
is a growing demand for interpretable, trustworthy, and human-
centered user modeling techniques. Traditional AI-based person-
alization systems rely heavily on data-driven, black-box machine
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learning models, which often lack transparency and do not ad-
equately capture complex human behaviors and cognitive pro-
cesses [26]. Hybrid AI models integrate symbolic reasoning with
sub-symbolic, data-driven learning [3], and have emerged as a
promising solution for advancing human-centric personalization
by combining structured knowledge representations with adaptive,
data-driven models [31]. Corresponding hybrid AI systems can
combine the interpretability of symbolic AI with the learning capa-
bilities of sub-symbolic models, and thus, enable more transparent
and explainable user modeling while maintaining the flexibility and
adaptability of machine learning-based approaches.

Despite these advantages, hybrid AI-based personalization faces
several challenges. Integrating symbolic and sub-symbolic AI re-
quires designing architectures that efficiently combine discrete,
logic-based representations with continuous, high-dimensional fea-
ture spaces [19]. Ensuring fairness, mitigating biases, and aligning
hybrid models with human cognitive processes poses another chal-
lenge [17]. Additionally, dynamic user preferences and real-time
decision-making introduce the need for adaptive hybrid models
that can continuously update their symbolic reasoning frameworks
while maintaining computational efficiency. Addressing these chal-
lenges is essential to making hybrid AI viable for real-world per-
sonalization systems across various domains, including healthcare,
education, and entertainment.

The HyPerworkshop aims to bridge the gap between sub-symbolic
learning (e.g., neural networks) and symbolic knowledge represen-
tations (e.g., knowledge graphs, ontologies, logic-based models)
to develop hybrid user models that better reflect human cognitive
processes, social behaviors, and decision-making patterns.

HyPer is particularly timely, as it addresses challenges in de-
signing AI-driven personalization systems that align with human
cognitive processes while maintaining the algorithmic performance
of machine learning-based approaches. It complements the main
UMAP conference by offering a dedicated space to explore hybrid
AI models for personalization, fostering discussions on novel hybrid
AI methods, knowledge graphs, and cognitive frameworks, thereby
advancing human-centric personalization.

Relevant topics include, but are not limited to:

• Methods for integrating symbolic knowledge and sub-symbolic
learning in user modeling

• Applications of cognitive theories and behavioral insights in
hybrid AI models for personalization
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• Techniques for interpretability, explainability, and trust in
hybrid AI systems

• Methods for detecting and mitigating biases and unfairness
in hybrid AI, e.g., by using symbolic approaches such as
counterfactual fairness

• Behavioral data analysis and user studies of cognitively-
inspired modeling approaches

• Domain-specific implementations of hybrid AI models (e.g.,
e-learning, healthcare, finance, music)

2 Workshop Format, Intended Audience, and
Participant Selection

The HyPer workshop is a half-day workshop in the format of a
mini-conference, including a keynote to kick-start the discussion
and a panel discussion. The workshop targets researchers and prac-
titioners from academia and industry who are interested in using
symbolic and sub-symbolic AI methods for user modeling and en-
gaging in an interdisciplinary exchange between experts in various
fields. We anticipate approximately 20 to 30 participants, with par-
ticipant selection based on their submission of research papers,
extended abstracts, or position papers relevant to the workshop
topics. Furthermore, we will also encourage the submission of ap-
plications or statements of interest for interested individuals who
may not have a formal paper submission but aim to contribute to
discussions.

3 Previous Editions
This will be the first edition of the International Workshop on
Hybrid AI for Human-Centric Personalization (HyPer). While pre-
vious workshops at UMAP have explored related topics, such as
user-centered AI (UCAI), fairness (FairUMAP), and explainable
user models (ExUM), our workshop is unique in its focus on the
intersection of hybrid AI, cognitive modeling techniques, and per-
sonalization.

4 Biographies of Organizers
Elisabeth Lex (in-person attendance: sure) is an associate professor
at Graz University of Technology, Austria. Besides, she is the head
of the AI for Society Lab at the Institute of Human-Centred Com-
puting. Her research interests include user modeling, recommender
systems, information retrieval, and data science, with a particular
focus on psychology-informed recommender systems [8, 9, 11, 16,
18, 24, 29], responsible recommender systems [12, 14, 22, 23] or
music consumption [10]. She has (co-)authored more than 160 peer-
reviewed publications on the aforementioned topics. She frequently
takes on the role of a track chair at distinguished conferences such
as ACM Web Conference or ACM UMAP. Besides, she regularly or-
ganizes workshops, such as the seriesWorkshop on Interfaces and
Human Decision Making for Recommender Systems (IntRS) [1]. She
is a key researcher in the Cluster of Excellence Bilateral AI1, funded
by the Austrian Science Fund (FWF), where she leads a work pack-
age on combining symbolic and sub-symbolic AI to create novel
user modeling and recommender systems.
Kevin Innerebner (in-person attendance: sure) is a PhD student at

1https://www.bilateral-ai.net/home

Graz University of Technology and a member of the AI for Society
Lab. His research focuses on combining symbolic and sub-symbolic
AI techniques to design explainable recommender systems.
Marko Tkalcic (in-person attendance: sure) is a full professor
at the University of Primorska, Slovenia, specializing in affective
computing, user modeling, psychology-informed user modeling,
and hybrid AI methods. He has published extensively on the in-
tersection of emotion recognition, personality, and personaliza-
tion [4, 5, 32, 34–36], as well as on the intersection of psychologi-
cal models and recommender systems [24, 33]. He also regularly
organizes workshops on theory-guided personalization and user
modeling. Additionally, he has served as program chair at UMAP
2021 as well as other chair roles in conference (UMAP, IUI, RecSys).
Dominik Kowald (in-person attendance: likely) is a research area
manager at Know Center Research GmbH for the FAIR-AI research
area. Additionally, he acts as a senior researcher and lecturer at
Graz University of Technology, Austria. His research focuses on
establishing trustworthy and reproducible AI [13, 30], privacy, bias,
and fairness in recommender systems [10, 12, 22, 23], and cognitive
user models [8, 9, 11, 16, 18, 29]. His research on fairness in AI
and bias in recommender systems was awarded the Mind-the-gap
gender and diversity award of Graz University of Technology in
2022 and was presented in several news outlets. He has served as
an organizer for several interdisciplinary workshops in the field of
personalization and AI. Additionally, he regularly acts as a program
committee member of related conferences and workshops, as well
as a topic editor for journals in the field.
Markus Schedl (in-person attendance: sure) is a full professor
at the Johannes Kepler University Linz (JKU), where he leads the
Multimedia Mining and Search group. In addition, he heads the
Human-centered AI group at the Linz Institute of Technology (LIT)
AI Lab. His research interests include recommender systems, user
modeling, information retrieval, machine learning, multimedia, and
trustworthy AI, with a particular focus on detecting and mitigating
bias in retrieval and recommendation algorithms [15, 20, 21, 25]
and on psychological models for recommendation [16, 18, 24]. He
(co-)authored more than 250 refereed conference papers, journal
articles, and book chapters. He served as a program chair for the
International Society for Music Information Retrieval (ISMIR) Con-
ference 2020 and will serve as a general chair of ACMRecommender
Systems (RecSys) 2025. He has extensive experience in organizing
workshops, having served as co-organizer of the workshop series
Theory-Informed User Modeling for Tailoring and Personalizing Inter-
faces (HUMANIZE) [6], Intelligent Music Interfaces for Listening and
Creation (MILC) [7], Advances in Music Information Research (Ad-
MIRe) [27], Search and Mining User-generated Contents (SMUC) [2],
and Social Media Retrieval and Analysis (SoMeRA) [28]. He has given
numerous tutorials in top venues including ACM RecSys (2018 on
“New Paths in Music Recommender Systems Research”), ACM SI-
GIR (2013 on “Music Similarity and Retrieval” and 2015 on “Music
Retrieval and Recommendation”), ACM Multimedia (2013 on “Mul-
timedia Information Retrieval: Music and Audio”), and the World
Wide Web conference (2018 on “Complex Recommendations”).
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